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CHAPTER – 4 STATISTICS 

 

Dr. S. RENGARAJ., Ph.D 
 

Definition of Statistics: 

 

1. A collection of data or numbers. 

 

2. Set of mathematical tools used to describe and make judgments 

about data. 

 

3. Logic which makes use of mathematics in the science of collecting, 

analyzing and interpreting data for the purpose of making 

decision. 

 

 Type of statistics we will talk about in this class has important 

assumption associated with it: Experimental variation in the population 

from which samples are drawn has a normal (Gaussian, Bell-shaped) 

distribution. 

 

Number of data: n 

 

Mean:  

 

Average or Arithmetic Mean. 

 

 The arithmetic mean, x  - also called the average – is the sum of 

the measured values divided by n, the number of measurements: 

 

The mean gives the center of the distribution. 
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Where: 

x  - is the mean value. 

xi
 - is the individual value. 

  - is the summation. 

n  - is the number of observation. 
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Standard Deviation: 

 

 The standard deviation, S, measures how closely the data are 

clustered about mean.  

 

 

 
 The smaller the standard deviation, the more closely the data are 

clustered about the mean. 

 The mean gives the center of the distribution. The standard 

deviation measures the width of the distribution. 
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where 

S  - is the standard deviation. 

xi
 - is the individual value. 

x  - is the mean value. 

  - is the summation. 

S
2
 - is the variance. 

n  - is the number of observations. 
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Variance: 

 

 Used in many other statistical calculations and tests. 

 

The square of the standard deviation is called the variance. 
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where 

S
2
 - is the variance. 

xi
 - is the individual value. 

x  - is the mean value. 

  - is the summation. 

n  - is the number of observation. 

 

Or 

 

Variance = S
2
 

 

Relative Standard Deviation or Coefficient of variation: 

 

 The standard deviation expressed as a percentage of the mean 

value is called the relative standard deviation or the coefficient of 

variation.  

  

 

RSD or CV = %100
x

S
  

 

Where 

 

S  - is the standard deviation. 

x  - is the mean value. 
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Range or spread (w): 

 

Range or spread (w)  = Largest value – smallest value. 

Gap: 

 

Gap   = Difference between questionable data point and its nearest 

neighbor. 

 

Standard Error: 

 

Tells us that standard deviation of set of samples should decrease 

if we take more measurements 

 

Standard error =  
n

s
sx   

 

Average deviation: 

 

Another way to express degree of scatter or uncertainty in data.  

Not as statistically meaningful as standard deviation, but useful for 

small samples. 
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Relative average deviation (RAD) 
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4-1 Gaussian Distribution 

 

Normal distribution or Gaussian distribution: 

 

 The number of experiment is repeated, the more closely the 

results approach and ideal smooth curve called the Gausian 

distribution. 

 

 
 

* Infinite members of group – Population. 

* Characterize population by taking samples. 

* The larger the number of samples, the closer the distribution 

becomes to normal. 

* Equation of normal distribution: 
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Where: 

σ = population standard deviation, S 

µ = population mean, x  

 

 

For a finite set of data, we approximate µ by x  and σ by S. 

 



6 

 

 

 

  

 

[A Gaussian curve in which µ = 0 and σ = 1. A Gaussian curve whose 

area is unity is called a normal error curve. The abscissa z = (x- µ)/ σ is 

the distance away the mean, mean, measured in units of the standard 

deviation. When z = 2, we are two standard deviations away from the 

mean.] 

[When z = +1, x is one standard deviation above the mean. When z = -2, 

x is two standard deviation below the mean.] 

 

It is useful to express deviation from the mean value in multiples, 

z, of the standard deviation. That is we transform x into z given by 
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Estimate of mean value of population  =  µ 

 

Estimate of mean value of samples   =  x  
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(As the number of measurements increases, x  approaches µ, if there is 

no systematic error. 

 

 

Mean = 
n

x
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Degree of scatter (measure of central tendency) of population is 

quantified by calculating the standard deviation. 

 

Std. dev. of population  =   

Std. dev. of sample  =  s 
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Characterize sample by calculating  Sx   
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Standard deviation and the normal distribution: 

 

 Standard deviation defines the shape of the normal distribution 

(particularly width). 

 Larger std. dev. means more scatter about the mean, worse 

precision. 

 

 
 

 

 Smaller std. dev. means less scatter about the mean, better 

precision. 
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There is a well-defined relationship between the std. dev. of a 

population and the normal distribution of the population: 

 

 ± 1 encompasses 68.3 % of measurements 

 ± 2 encompasses 95.5% of measurements 

 ± 3 encompasses 99.7% of measurements 

 

(May also consider these percentages of area under the curve) 
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Some useful Statistical Tests: 

 

 To characterize or make judgments about data. 

 

 Tests that use the Student’s t distribution 

– Confidence intervals. 

– Comparing a measured result with a “known” value. 

– Comparing replicate measurements (comparison of means 

of two sets of data). 

  

 

4-2 Confidence interval: 

 

From a limited number of measurements (n), we cannot find the 

true population mean, µ, or the true standard deviation, σ.  What we 

determine are x  and S, the sample mean and sample standard 

deviation. 

 

Quantifies how far the true mean () lies from the measured 

mean,  Uses the mean and standard deviation of the sample. 

 

 The confidence interval is computed from the equation 

 

Confidence interval: 
n

ts
x   

 

Where 

S  - is the measured standard deviation. 

x  - is the mean value. 

n  - is the number of observations. 

t  - is the student‟s „t‟ taken from the table. 

 

Degrees of freedom (df) = n - 1 for the CI. 
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4-3 Comparison of mean with students t: 

 

 If you make two sets of measurements of the same quantity, the 

mean value from one set will generally not be equal to the mean value 

from the other set because of small, random variations in the 

measurements. 

 

 Therefore, we use a t-test to compare one mean value with 

another to decide whether there is a statistically significant difference 

between the two. 

 

Case I: Comparing a measured result with a “known” value: 

 

 We measure a quantity several times, obtaining an average value 

and standard deviation. We need to compare our answer with an 

accepted answer. The average is not exactly the same as the accepted 

answer. Does our measured answer agree with the accepted answer 

“within experimental error?.  

 

95% confidence interval = 
n

ts
x   
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Where 

S  - is the measured standard deviation. 

x  - is the mean value. 

  - known value. 

n  - is the number of observations. 

 

 

 „tcalculated < ttable => no significance difference. 

tcalculated  > ttable => There is significance difference. 

 

df = n -1 for this test 
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Case II: Comparing replicate measurements or comparing means of 

two sets of data: 

 

 We measure a quantity multiple times by two different methods 

that give two different answers, each with its own standard deviation. 

Do the results agree with each other “within experimental error”? 

 

Example:  Given the same sample analyzed by two different methods, 

do the two methods give the “same” result? 
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Will compare tcalc to tabulated value of t at appropriate df and CL. 

 

df = n1 + n2 – 2 for this test 
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Case III: Paired t test for Comparing individual differences: 

 

 Sample A is measured once by method 1 and once by method 2; 

the two measurements do not give exactly the same result. Then a 

different sample, designated B, is measured once by method 1 and once 

by method 2; and, again, the results are not exactly equal. The 

procedure is repeated for n different samples. Do the two methods agree 

with each other “within experimental error”? 
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df = n - 1 for this test 
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4-4 Comparison of standard deviation with the F Test: 

 

 The F test tells us whether two standard deviations are 

“significantly” different from each other. 

 

 F is the quotient of the squares of the standard deviations: 
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 We always put the larger standard deviation in the numerator so 

that F ≥ 1. 

 We test the hypothesis that S1 > S2 by using the one-tailed F test in 

Table 4-4. 

 

 If Fcalculated >FTable, then the difference is significant. 

 

 Used to determine if std. devs. are significantly different before 

application of t-test to compare replicate measurements or 

compare means of two sets of data. 

 Also used as a simple general test to compare the precision (as 

measured by the std. devs.) of two sets of data. 

 Uses F distribution. 

 

 

Will compute Fcalc and compare to Ftable. 
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Degrees of Freedom  = n1 - 1 and n2 - 1 for this test. 

 

Choose confidence level (95% is a typical CL). 

 

Note that the F-test can be used to simply test whether or not two sets of 

data have statistically similar precisions or not. 

 

 



17 

 



18 

 

Q-test for Bad data: 

 

Evaluating questionable data points using the Q-test 

 

 Need a way to test questionable data points (outliers) in an 

unbiased way. 

 Q-test is a common method to do this. 

 Requires 4 or more data points to apply. 

 

Calculate Qcalc and compare to Qtable 

 

Range

gap
Q

Calculated
  

 

Gap = (difference between questionable data pt. and its nearest 

neighbor) 

Range = (largest data point – smallest data point) 

 

 

If Qcalc < Qtable, do not reject questionable data point at stated CL. 

If Qcalc  Qtable, reject questionable data point at stated CL. 
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4-6 Grubbs test for an Outlier: 

 

 

 
 

 A datum that is far from other points is called an outlier. 
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Where the numerator is the absolute value of the difference between the 

suspected outlier and the mean value. 

 

If Gcalculated is greater than G in Table 4-5, the questionable point should 

be discarded. 
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