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MIDTERM EXAM 1 SOLUTIONS
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(b) The columns of A span R? because A has a pivot postion in every row.

(¢) The columns of A are linearly independent because their number is greater than the
number of entries in each column.

(d) Ax =0<«=[A 0] ~ [B 0] = z1 = 9z3; x; = 4x3; x3 free variable; and z4 = 0.

T 9
— X = 22 = T3 le , S0 the solution is a line through the origin containing
3
Ty 0
9
the vector le
0
_ 1 -1 -1 1 1 -1 -1 1
2 A= -1 1 a 20| ~|0 0 a—1 20+1 Ry + Ry
a 3a 1 3 0 4a 14+4a 3—a Rs — aR,
1 -1 -1 1

~ |10 4a 1+a 3—a Rs .
0 0 a—1 2b+1 Rs

1
(a) The linear system has no solution if a — 1 =0and 2b+1#0=a =1 and b # —5

(b) The linear system has a unique solution if a — 1 # 0 and 4a # 0 = a # 1 and a # 0.

(c¢) The linear system has infinity of solutions if a —1=0and 20 +1=0=a =1 and
1

b=
3. (a) T(er) = e and T(ey) = —e1 —> A = [T(e1) T(es)] = { 0 -1 } |

1 0
) 0 -1 1 0
Since A = 1 0 ~ 1o 1

Ax = 0 has only the trivial solution. It follows that 7" is a one-to-one mapping.

which has a pivot position in every row, then



(b)

Let w = { :2 } . First, we need to solve for ¢; and ¢y the vector equation

1 2 -5 1 2 =5
aUT V=W o 3 —G}N{O 1 4 } Ry—2R,
¢y =—4and ¢g = —5 — 2¢cy = 3.
Hence,
3 5 —11
T(w)y=T@Bu—4v)=3T(u) —4T(v)=3| 0 | —4| 1 |=| —4
-1 0 -3

12vy +co(vi+va) +e3(—vi +v3) =0 = (2¢; + c2 —c3) Vi + cava +c3v3 =0

201+CQ—C3:0

- co =0 , since {v1, vy, v3} is a linearly independent set of vectors.

03:()

It follows that ¢; = ¢ = ¢3 = 0 i.e. {2vy, vy + vy, —Vv; + v3} is also a linearly

independent set of vectors.

T(0,0) =(14+0,0+0)=(1,0) # (0,0) = T is not a linear transformation..

If Ax = b has a solution p then the solution set of Ax = b is the set of all vectors
of the form w = p + v;,, where v, is any solution of the homogeneous linear system
Ax = 0. Since the latter has only the trivial solution, then the set of solutions of

Ax = b reduces to the unique solution p.
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T —2T9 — X4 —2 -1
_ _ ) o To . 1 0
(a) Ax=0= Bx=0= o | = L =19 ol TTa | where
Tyq T4 0 1
-2 -1
. 1 0
x9 and x4 are free variables. Hence, Nul A = span ol | -1
0 1
1
(b) Any column vector of A is in Col A, for example a; = ?) ,1sin Col A
-1
a a
b a+3b—c =0 13 -1 0 b 0
() x= GW‘:’{aerJrc—d:o(:’L 11 —1} ¢ {0}
d d

<:>x€NulA,WhereA:[

13 -1 0

11 1 -1 } . Hence, W= Nul A.

(b) Since W = Nul A, and Nul A is a subspace of R?*, so is W.

(i) The set W; = { [

addition. For example, the vectors [ 411 }, [

-2
{ 9 } does not.

a

b } € R? ab> 0} is not a subspace because it is not closed under

9 } belong to the set W;, but their sum

X

(77) The set Wy = 9% + 3 ] ;T € ]R} s not a subspace because the vector equation
’ = 0 has no solution i.e. W5 does not contain the zero vector of R2.
2x +3 0

(7i7) The set W3 = o ] €R% 2r+ 5y < 0} is not a subspace because it is not closed

under scalar multiplication. Suppose that [ z } € Ws, then y < —%x. Multiplying by a

CT

negative scalar (¢ < 0) we get: cy > —%cx. Which implies that [ ey } ¢ Ws.

and T'(ep) =

p+4)(0) p(0) q(0)

p+a)(=1) | = | p(=1) | + | a(=1) | =T(p) + T(q),

p+q)(0) p(0) q(0)
cp(0) p(0)
ep(=1) | =¢ | p(=1) | =cT(p), for ¢ € R.Hence, T is a linear a
cp(0) p(0)

linear transformation.



(b) p€ Ker T = p(t) = ag + ait + at?* = 0 and p(0) = p(—1) =0

CL():O :>{ CL():O

= = p(t) = a1t + a1t* = p(t) = art(1 +¢).

ao—a1+a2t20 a9 = Q1
Hence, t(1 + t) spans Ker T.
5. (a) (A+B)(A+B)=A?>+B?= A*+ AB+ BA+ B*>= A*> + B?

= AB+BA=0= BA=-AB.

(b) det ATA=det] = det ATdet A=1= (det A)> =1=det A = +1.

() (B+BX)'=X"'"A= (B+BX)(B+BX)'=(B+BX)X'A
= (B+ BX)X 'A =1 which implies that A is invertible by the inverse matrix
theorem.



(b)
()

(d)

(a)
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(-1 -1 2 -3 1 1 -1 2 -3 1 1 -1 2 -3 1
4_| 2 2-1 0 1| [0 03-63| | 0 0363
1 1 -2 0 -1 0 00 -3 0 0o 01 11
0 0 1 1 1 0 01 11 0 00 -3 0
[ 1 -1 2 -3 1] 1 -1 2 -3 1 1 -1 2 -3 1
0 01 -2 1 0 01 -2 1 0 01 -2 1
“f 0o o1 11| 0o oo 30|l 0 00 30
0 00 =3 0| 0 00 -3 0 0O 00 00
[ 1 -1 2 -3 1]
0 01 -2 1
~l 0 o0 10| "
0 00 0 0]

The columns of A do not span R* because we don’t have a pivot position in each
rOw.

For Col A, observe from B that the pivots are in columns 1, 3, and 4. Hence,
columns 1, 3, and 4 of A form a basis for Col A :

-1 2 -3

. 2 -1 0
Basis for Col A : BEEEE 0
0 1 1

For Row A,the three non zero rows of B form a basis for Row A.Thus
Basis for Row A: {[ -1 -1 2 =3 1],[]0 0 1 -2 1],[0 0 0 1 0]}

11001
00101
A~B~C=10001 0
000O0O
Hence the equation Ax = 0 is equivalent to Cx = 0, that is:
T1 +xo +x5 = 0
XT3 +x5 = 0
Tq =0
So, ¥y = —x9 — x5, x3 = —x5, x4 = 0, with x5 and x5 free variables. Hence, the
basis of Nul A is given by:
-1 -1
1 0
Basis for Nul A : 01, -1
0 0
0 1

There are two free variables x5 and z5. Hence dim(Nul A) = 2. Also, RankA = 3,
because the number of pivot columns is 3.

—1-X 0 1
pN) =det(A—AD)=| -3 2-XA 1 |=2-N)[2=A(=1-\) —0]
0 0 2—A
= (—1 -\ (2 N2



(b) The eigenvalues of A: p(A) =0=A=—-1lor A =2.

0010 1 -1 -1/3 0
Eigenvector for A\ = —1: (A—AX)x=0~| -3 3 1 0|~ |0 O 10
00 30 0 0 00
1
= 11 = X9, 3 = 0, and z3 a free variable. Hence the vector | 1 ] is an eigenvetor
0

of A.

—_

Eigenvector for A =2: (A— X))z =0~ | —

o w w
o oo
o -
o oo
¢
o

0 3
0 0
0 0
1
0 3
=1 = %373 with x5, and x3 free variables. Hence the vectors | 1 | and | 0 | are
1

eigenvetors of A.

1 0 2 T
(a) T(%l,xg,l'g): 0 -1 1 T = Ax
—1 10 I3
1 0 2
(b) detA=| 0 —1 1|=1 (1)'+2‘_(1] H:—g
-1 10
1 -1 2
and det Ay =| 0 —3 1 :—3’ _11 (2) ‘—1‘ _11 _11 ‘:—6.
-1 10
Therefore x5 = % ===2
(c) T(T(x)) = A(Ax) = A%z.
1 021 1 o0 2 -1 2 2 -1 2 2
A? = 0 —1 1 0 -1 1|=|-1 2 -1 |~ 0 0 -3
-1 10][-1 10 -1 -1 -1 0 -3 -3
-1 2 2] -1 2 2
~ 0 -3 -3 |~ 011
0 0 =3 | 001

Hence, T' o T' is a one-to-one mapping because the columns of its standard matrix

A? are linearly independent.

c R { a+3b=c | _

1 3 -1 0
4,
b+c+a=d € RY [ ]

11 1 -1

QL O o
QL O



Hence, W = Nul A = Col B,

-3 1

1 3 —1 0 10
WhereA:{1 1 1 _1}andB: 01
-2 2

Since W = Nul A, and Nul A is a subspace of R?, so is .

T(T(x)) = A(Ax) = A%z,
1 021 1 02 -1 2 2 -1 2 2
A? = 0 —1 1 0 -1 1|=|-1 2 -1 |~ 0 0 -3
-1 10][-1 10 -1 -1 -1 0 -3 -3
-1 2 2] -1 2 2
~ 0 -3 -3 |~ 011
0 0 =3 001

Hence, T' o T is a one-to-one mapping because the columns of its standard matrix

A? are linearly independent.

(i) P? = wuTvwu! = u(u'u)u? = uwu® = P
(i) PT = (uuT)T = (uT)T ul =wul = P
(if}) Q? = (I — 2P)(I —2P) = (I — 2P) —2P(I —2P) = — 2P — 2P + 4P? = |
[0 000 10 0
P=|0|[001]=|000],Q=I-2P=|0 1 0 |,andfor
1 00 1 00 —1
[ I T
= |2 |, Qr = zo | . Hence S(x) = @x is a reflection about the x5 —
| T3 —T3
plane.
10 -1 1 .
Let det A=1 1 9 —1 0 —1 =1. Let C = Adj A, so we have:
Ci =2 C=2 C3=1 0n=1, Cyp =2 Cyy=1, C51 =1, U3 =1, and
C33 =1.
Hence,

2 11
Prl=_2AdA=|2 21
111

1 0 -1 0 1 0 -1 0 1 0 -1 0 10 -1 0
~|-1 1 00(~]|]0 1 -10|~l01-10|~]01-10
| 0 -1 20 0O -1 20 00 10 00 10
[ 1 0 0 0
~10 100
|00 10
= ¢y = 3 = c3 = 0 = the polynomials of B are linearly independent. Since the
dim(P2) = 3, then B is a basis for Ps.
2 1 1 1 3
xg =P x=]2 21 -2 |1 =11
1 11 3 2



aq 50,1
7. (a) Let A= | ay | = 5A=| bay | = det5A = 53det A.
as Da3

(b) The column vectors of A are linearly dependent because there sum is zero. Hence,
Rank A < n.

(c) A has an eigenvalue equal to zero implies that there exist a non trivial eigenvector
x satisfying Ax = 0.
Hence, A is not invertible.

(d) At = o Adj A= AA = L AAdj A= S AAd A=

det A det A
= (Adj A)™' = A
1 a a® 1 a a® 1 a a®
8. (a) |1 b ¥ |=]|0 b—a B*—a®>|=(b—-a)(c—a)|0 1 b+a
1 ¢ 0 c—a c®—a? 0 1 c+a
1 a a®
=0b-a)(c—a)|0 1 b+a|=(b—-a)(c—a)(c—0b).
0 0 ¢c—bd

(b) A2—2A+1=0= A2=2A— ] = A3 = A(2A—I) =24% — A
= 202A—1)— A=3A-2I.



